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Introducao

O ferro fundido branco de alto teor de cromo possui diversas
aplicacoes Industriais gue exigem uma boa combinacao de
propriedades relacionadas a resisténcia a abrasao e a
resisténcia ao impacto. Seu desempenho pode ser aperfeicoado
pelo desenvolvimento de uma matriz martensitica, obtida através
do tratamento térmico de témpera, realizado sob uma
determinada taxa de resfriamento critica para a obtencao de
uma maitriz homogénea.

Na literatura, diversas equacOes empiricas foram desenvolvidas
relacionando as porcentagens em massa de elementos quimicos
a taxa critica. Entretanto, estes estudos levaram em
consideracao apenas a composicao geral de ligas especificas,
sem possibilidade de extrapolacao e sem o uso da composicao
da matriz.

A fim de minimizar o gasto de recursos, a quantidade de
elementos e otimizar a criacao de novas ligas, o presente
trabalho apoiou-se em ferramentas de aprendizado de maquina
e em Inteligéncia artificial para a obter a taxa de resfriamento
critica necessaria para o desenvolvimento de uma microestrutura
martensitica homogénea, a partir da composicao guimica da
matriz.

Objetivos

Desenvolver modelos  preditivos  supervisionados  gue
generalizem a previsao da taxa de resfriamento critica para a
obtencdo de uma microestrutura martensitica homogénea
adotando como parametro de entrada a composicao quimica da
matriz, obtida pelo software Thermo-Calc®.

Metodologia / Modelagem

Utilizando a quantidade de C, Cr, Si, Mo, Mn, Cu e Ni presentes
na matriz de cada liga, desenvolveram-se 4 variacoes de um
modelo de aprendizado supervisionado, apresentadas na Figura
1, com o uso de 11 diferentes algoritmos.

Cada modelo baseou-se em dados gerados experimentalmente,
no IPT, e em dados extraidos de dois atlas: "Transformation
characteristics of Cr and Cr-Mo white irons"”, produzido pela
empresa Climax Molybdenum, e "Atlas of Time-Temperature
Diagrams for Irons and Steels", produzido pela ASM
International.

Contendo um total de 79 linhas, o dataset fol considerado
pequeno, visto os padrbes da area. Por esse motivo, aplicaram-
se estratégias para uma possivel melhora de performance, como
a criacao de dados sinteticos.

Esta sintetizacao foi feita por meio de uma funcado copula
gaussiana, gque aprende a estrutura de dependéncia entre
variaveis dependentes a partir da aplicacao e modelagem de
suas distribuicoes de probabilidade acumuladas utilizando uma
distribuicao normal. Obtendo a funcao densidade de
probabilidade da copula, pode-se gerar dados sintéticos que
respeitam essa estrutura.

1 * Divisao do conjunto de dados em treinamento e teste;
« Treinamento de cada algoritmo;
— o Previsoes feitas no conjunto de teste;

no modelo.

2 * Treinamento de cada algoritmo;
* Previsoes feitas no conjunto de teste a partir de uma validacao

— Com Va[idagﬁ{} —_— cruzada de 5 splits e com a mistura de todos os dados;
cruzada * Busca manual dc}.h|pt=:rparametr0 de maior score na validagao
cruzada e sua aplicagcao no modelo.
» (Categorizacao de variaveis com pouca variagao e sua
transformacao em valores binarios;
3 *» Normalizagao dos dados e divisao em conjunto de treinamento
. . e de validacao;
— Com valldac;ao cruzada — . Treinamento de cada algoritmo;
e norma[izagﬁo *» Buscaem grade do hiperparametro que maximiza 0 score na

validacao cruzada e sua aplicagdo no modelo;
* Previsdes no conjunto de validacao e comparacao com os
valores reais.

4 « Mesmo procedimento desenvolvido no modelo 3, entretanto,

: = com a sintetizacao de dados baseando-se na funcao copula
Com validacgao cruzada, — Gaussiana; & &40 cop

normalizac;éo e dados » Esses dados foram adicionados ao conjunto original para
sintéticos compor o dataset do modelo.

Figura T. Mapa conceitual das varia¢cdes de modelo utilizadas

Slmples » Busca manual do hiperparametro de maior score e sua aplicacao

Além disso, dado que os valores da taxa critica variam em um
intervalo grande e que certos elementos apresentam
guantidades com pequenas variacoes no conjunto,
classificaram-se esses dados em “baixo”, “medio” e “alto” para
uma posterior normalizacao completa do dataset.

A fim de otimizar os hiperparametros de cada algoritmo,
realizou-se uma pesquisa em (grade, conhecida como “Grid
Search”. Para todos os modelos, a meétrica de performance
utilizada foi o coeficiente de determinacdo, ou R4, que indica a
concordancia entre os valores reais e 0s valores previstos por
cada uma das regressoes.

Resultados e Discussao

e
L S R BN RN
KNN

0,7179 0,3684 0,6399 0,7049
Linear Regression 0,5643 0,3878 0,8918 0,9151
Ridge 0,5739 0,3865 0,8554 0,9099
Lasso 0,5898 0,3810 0,8544 0,9017
SVR 0,2151 0,1748 0,8852 0,9112
Linear SVR 0,2134 0,1750 0,7730 0,9034
Decision Tree 0,4632 0,4182 0,8397 0,9210
Random Forest 0,7144 0,5076 0,8955 0,9418
GBR 0,098 0,1761 0,8734 0,8667
Light GBM 0,5241 0,4292 0,8378 0,9255
Neural Network 0,8036 0,5425 0,9024 0,9745
Tabela 1: Valores do score para cada modelo e para cada algoritmo
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Figura 2: Fsquema representativo de uma rede neural artificial

Conclusoes

Com este trabalho, criaram-se 4 modelos de aprendizado de
maquina e de Inteligéncia artificial, com complexidades
diferentes, para a previsao de taxas criticas de resfriamento do
ferro fundido branco de alto teor de cromo. Houve um aumento
significativo de R* ao realizar o pré-processamento dos dados,
a técnica de data augmentation e a validacao cruzada.
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